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Abstract

Purpose – The purpose of this paper is to compare nine different models to evaluate consumer credit risk,
which are the following: Logistic Regression (LR), Naive Bayes (NB), Linear Discriminant Analysis (LDA), k-
Nearest Neighbor (k-NN), Support Vector Machine (SVM), Classification and Regression Tree (CART),
Artificial Neural Network (ANN), RandomForest (RF) and Gradient Boosting Decision Tree (GBDT) in Peer-to-
Peer (P2P) Lending.
Design/methodology/approach –The author uses data fromP2P Lending Club (LC) to assess the efficiency
of a variety of classification models across different economic scenarios and to compare the ranking results of
credit risk models in P2P lending through three families of evaluation metrics.
Findings – The results from this research indicate that the risk classification models in the 2013–2019
economic period show greater measurement efficiency than for the difficult 2007–2012 period. Besides, the
results of ranking models for predicting default risk show that GBDT is the best model for most of the metrics
or metric families included in the study. The findings of this study also support the results of Tsai et al. (2014)
and Tepl�y and Polena (2019) that LR, ANN and LDA models classify loan applications quite stably and
accurately, while CART, k-NN and NB show the worst performance when predicting borrower default risk on
P2P loan data.
Originality/value – The main contributions of the research to the empirical literature review include:
comparing nine prediction models of consumer loan application risk through statistical and machine learning
algorithms evaluated by the performance measures according to three separate families of metrics (threshold,
ranking and probabilistic metrics) that are consistent with the existing data characteristics of the LC lending
platform through two periods of reviewing the current economic situation and platform development.

Keywords P2P lending, Lending club, Default risk, Credit risk models, GBDT

Paper type Research paper

1. Introduction
P2P lending is designed and built on a digital application platform to connect directly
between borrowers and lenders (investors) without the need for financial intermediaries. The
rapid global development of the P2P lending model over the past 15 years has created a new
capital supply channel and has contributed to promoting comprehensive financial
development. Similar to the traditional lending sector, credit risk prediction is one of the
top concerns when assessing whether a borrower can pay off a loan in P2P lending, where the
subject of asymmetric information is common. Today, these predictions are associated with
prediction models, typically credit scoring and/or credit classification (good versus bad or no
default risk versus default risk) models. Currently, there are many approaches to building
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predictivemodels in traditional lending. Although the online P2P lendingmodel is a relatively
new field of research, the number of scientific contributions to this research is increasing and
has been published in recent years (Reddy, 2016), thanks to the potential development of this
platform and especially to the empirical contribution to solving many of the risky problems,
including credit risk, associated with machine learning algorithms. An overview of the
empirical studies on credit risk models on this loan platform shows the following main
research flows: (i) important factors for forecasting (Lin et al., 2016); (ii) proposing models or
incorporating new factors to improve loan classification efficiency and increase predictability
(Namvar et al., 2018) and (iii) comparative performance of models (Tsai et al., 2014). In
particular, the performance of prediction models needs to be researched and compared
clearly, providing a measure of choice to evaluate or classify a loan following the criteria of
the other P2P lending platforms together. Furthermore, the literature review shows that
studies on this lending platform often either use lengthy data without considering the impact
of material real-life events (such as economic crises) and the developmental stages of the
lending platform or they only consider data from the period of economic recovery and
development, and the lending platform goes into a stable period to avoid bias values (Tepl�y
and Polena, 2019). Meanwhile, Giannopoulos (2018) argues that the efficiency of all models
decreased significantly during the recession period, suggesting that lending efficiency not
only depends on the quality of the borrower but also on the economic scenario. Therefore, the
main contributions of this paper to the empirical literature review include: comparing nine
prediction models of consumer credit risk through statistical and machine learning
algorithms evaluated by three separate performance measure families of metrics (threshold,
ranking and probabilistic metrics), which is consistent with the existing data characteristics
of LC lending platform through two periods of reviewing the current economic situation and
the platform development.

2. Literature review
2.1 Credit risk models
Three groups of models are mentioned in Basel II for financial intermediaries to assess credit
risks, including (i) Probability of default (PD); (ii) a credit position model, such as Loss Given
Default (LGD) and (iii) expected loss and unexpected loss estimation models of portfolios
(Odeh et al., 2006). However, empirical studies focusing on PDmodel are well-established and
account for a large proportion of the literature review. Common PD-based approaches include
[1]: (i) application of credit scoring to a new candidate to rank in grade or subgrade with an
appropriate loan interest rate or collection plan or even rejecting a loan if the credit score is not
guaranteed according to the borrower’s credit policy; (ii) classifying a new borrower as good
or bad (with default risk [2]) when comparing the estimated probability of default risk to an
appropriate threshold using some classification techniques that have been trained on data
and customer behavior similar to the past or the present to find relationships and rules to
screen and classify potential loan applications in order to decide whether to accept or reject
a loan.

According to Hand and Henley (1997), the company can make significant savings in the
future if one percent improvement is possible with the accuracy of the credit scoring
technique. Consequently, a variety of classification techniques for predicting the probability
of default have been introduced and used to develop accurate credit scoring models. The
following common models for classifying methods used in loan classification can be
mentioned: (i) parametric and nonparametric models; (ii) linear, nonlinear and rule-based
algorithms; (iii) individual classification, homogeneous ensemble classification and
heterogeneous ensemble classification and (iv) statistical technique and machine learning.
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2.2 P2P lending review
As defined by the P2P lending association in the UK, P2P lending is a platform that can
support financial services through a direct, one-to-one contract between a receiver and one or
more investors (Reddy, 2016). As a result, the credit decisions on P2P platforms, which are
quick and low-cost, also allow borrowers with short credit histories and small businesses to
directly access financing loan channels. At the same time, yields for lenders and interest rates
could be better than traditional credit channels. The first officially recognized online lending
model was Zopa, a UK company, in March 2005, followed by the USA, Italy, Japan, China, etc.
Nowadays, the number of companies with this form or a variation of this form is widespread,
not only in developed countries but also in developing ones. In P2P lending, a serious problem
can lead to future risks such as moral hazard, choice disadvantage and asymmetric
information, which directly affect the lender through borrower fraud (Lin et al., 2016).
Generally, lending operations are carried out on an online platform, meaning that the parties
involved have no physical contact, which results in the fact that some borrower information
has not been verified correctly. Moreover, in some countries, this system grows too fast,
typically in China.While lacking legal scrutiny, in some cases, tomaintain the desired rates of
return, these P2P intermediaries may not comply with borrower protection laws, which lead
to industry chaos (Tao and Chang, 2019).

LC is the largest P2P lending platform in the USA,with lending information dating back to
2007. It was also the first platform to launch an IPO on the New York Stock Exchange, in
December 2014. By the end of 2019, LC had more than 2.8m consumer loans, for a total loan
amount of about $44bn. In the USA, loans on a P2P platform are considered a legitimate asset,
and loans are of the same nature as unsecured loans issued by traditional banks. Consumer
loan information will be continuously updated by the platform but it will still ensure the
borrowers’ right to private information.

P2P LC plays an intermediary role in collecting, filtering and classifying borrowers with
corresponding interest rates (Figure 1) and then calculating a certain percentage of the loan
for fees accompanying the service (Tao and Chang, 2019). P2P LC is not responsible for the
borrower’s default risks. However, they conduct their risk assessments using consumer
reporting and the borrower’s past performance.

2.3 Comparative analysis of credit risk models
The qualitative analysis discusses market emergence, overviews, investment strategies
(Namvar, 2013) and factors influencing the P2P platform. Quantitative analysis, on the other
hand, accounts for a larger share of literature review in this market, including major research

Figure 1.
Interest rate
corresponds to grade
according to loans
funded at LC
(2007–2019)
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flows: (i) determinants of funding success and default and (ii) credit risk analysis models for
credit classification or scoring.

The approaches for comparing the existing risk classifications include: (i) comparing the
models using multiple datasets (Zhang et al., 2007); (ii) a comparison based on performance
measures (Ferri et al., 2009); (iii) comparing parametric and nonparametric models and
individual models with ensemble models. However, it is not the purpose of all of the studies
to compare the classifications as “comparative”; sometimes themain purpose is to highlight
methods or techniques proposed in the study itself or to assess the role of other proposals,
such as the addition of features (social media information [3], soft information, data
transformation, etc.). In some cases, this can raise issues or controversy, such as a
preference for the proposedmodels in optimizing parameters or the selection of appropriate
performance indicators in line with such a proposal. Therefore, this paper attempts to
review studies that neutralize methods of predicting default risk. Comparative studies
based on LC data also contribute quite well to the existing literature review of empirical
studies on evaluating and comparing the performance of models to predict default risk.
Tsai et al. (2014) compare four algorithms: NB, RF, SVM and Modified LR (MLR) in the
2007–2013 period to predict the probability of default risk and compare the calculated
return rate by MLR with the LC return rate. The study indicated that MLR outperformed
the rest of the methods and classified grade A1 loans better than LC. Chang et al. (2015)
compared LR, NB and SVMmodels after parameter adjustment to predict borrower status.
Themain results show that NB andGaussian perform best with default predictions and can
push LC return on investment up to 50%. After comparing different loan classification
models (Classification Tree (CT), LR, Generalized Regression Models (GRM), Extreme
Gradient Boosting (Xgboost) and RF), Reddy (2016) shows that the best performing model
in both training data and testing data is Xgboost. Bae et al. (2018) deploy LR, Decision Tree
(DT) andMultilayer Perceptron (MLP) models to predict borrower status. The results prove
that MLP is superior to LR and DT in predicting the risk of default P2P. Tepl�y and Polena
(2019) rank ten default risk prediction techniques by the average ranking of eachmethod by
six performance metrics. The classification techniques are: ANN, LR, LDA, Radial Basis
Function (RBF) kernel, SVM (SVM-Rbf), Linear SVM (L-SVM), Bayesian Network, NB, k-
NN, CART and RF. The performance measures include Accuracy Ratio (AR), Kolmogorov–
Smirnov Statistic (KS), Brier Score (BS), AUC, Partial Gini Index (PG) and H-measure. The
ranking results of the study indicate that LR, ANN and LDA are the three best credit
classification algorithms based on LC data, while k-NN and CART are the two worst
classification methods.

The most recent economic crisis began in mid-2007 in the USA with the onset of a
subprime home mortgage crisis with nonperforming loans and bankruptcy. Around mid-
September 2008, banks faced a liquidity crisis, losing billions of dollars due to the
bankruptcy of customers and massive withdrawals by depositors. Meanwhile, financial
intermediaries were not able to refuse all of their customers to avoid risks. Hence,
classifying borrowers becomes more and more important and urgent in the lending
process. However, some studies of traditional loan risk assessments express a fear that
prediction models may not be available to predict borrowers’ performance in difficult
economic circumstances, especially if the historical period observed does not include
deterioration conditions (Madzova and Ramadini, 2013). According to Dinh et al. (2013),
not considering the general economic scenarios continuously can reduce the performance
of classification models; whether or not the performance of the loan classification or credit
scoring models is affected when considering the economic contexts of P2P lending
platform data.
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3. Method
3.1 Research design
Research data are divided into two phases: a difficult economic period (2007–2012) and a
stage of economic recovery and development (2013–2019) [4]. The implementation process is
briefly summarized in Figure 2. The data are cleaned and screened for suitable variables, and
some data are transformed if necessary. These data are then split into training data and
testing data. However, according to Namvar et al. (2018), imbalanced data sets are a common
problem in credit risk assessment, which results in misclassification and causes the accuracy
metrics of the models to become unreliable. Therefore, training data are balanced before
being divided into subsets to optimize parameters, train the model and predict the borrower’s
credit risk on testing data.

3.2 Data and variables
3.2.1 Data collection. Consumer loan customer data is downloaded directly from P2P LC
platform website, provided that the loan or investment account is registered. Data collected
from 2007 to 2019 included 2,876,629 loans and 150 features, where the number of loans
corresponding to two periods, 2007–2012 and 2013–2019, is 95,902 and 2,780,727 loans
funded, respectively (Table 1). Compared with previous studies on P2P LC data, the whole
data in this paper has the longest duration and the largest number of observations.

3.2.2 Variables selection. The principles of study variable rejection from 150
characteristics in LC data include: (i) more than 30% of attributes missed [5]; (ii) attributes
(numeric or categorical) have only one value or do not contain the required information or
categorical attributes have a categorical number that is too high (Chang et al., 2015); (iii)
attributes with similar or identical information (leading to multicollinearity); (iv) attributes
are excessively informative, i.e. they contain information about the borrower after the loan

Figure 2.
Research
implementation
process
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has been accepted (except loan status). Namvar et al. (2018) argue that training models with
such variables will produce suspiciously accurate prediction results, thus criticizing studies
using such “leakage” variables and (v) default risk assessment attributes such as grade, sub_
grade and int_rate because these variables have the power of risk perception from LC itself.

3.2.3 Data transformation. A categorical variable such as addr_state, representing the
living state of the applicant, is often excluded from previous studies by a large number of
categories (50 and 51 states for 2 study periods, respectively). This study converts state
information to regionwhere the borrowers live to reduce classification information [6]. Based
on the majority of empirical studies performed on LC data, this paper creates a new variable
named fico_score, which is calculated by taking the average of fico_range_low and fico_
range_high. emp_length, number_cr_line and term variables are converted into numerical or
timing values. The target variable of the study is loan_status, which describes the current
state of a loan at the time of the data download. This study labels: (i) 0 (good loan application)
for a loan application with the status “Fully paid” and “Does not meet credit policy. Status:
Fully paid” and (ii) 1 (bad loan application) for a loan application with the status “Charged
off”, “Does not meet credit policy. Status: Charged off” and “Default”.

3.2.4 Splitting the dataset. The research divides the data (both periods) into two parts, i.e.
training data (70%) and testing data (30%). Figure 3 describes the K-fold cross-validation (cv)
procedure in the training data section with K 5 5, which means that the training data are

2007–2012 2013–2019
Loan status # Of loans Loan status # Of loans

Fully paid 78,839 Fully paid 1,495,504
Charged off 14,314 Current 890,873
Does not meet credit policy status: fully paid 1988 Charged off 366,331

Late (31–120 days) 15,630
Does not meet credit policy status: charged off 761 In grace period 9,392

Late (16–30 days) 2,571
Default 426

Source(s): Author’s own calculations based on LC data

Table 1.
Number of loans

funded by loan status

Figure 3.
Describe the K-fold

cross-validation
process
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divided into five randomsubsets [7], with four subsets for training andone subset for validation,
respectively. The hyperparameter space is selected based on the best cross-validation score.

3.2.5 Imbalanced data problem. According to Fern�andez et al. (2018), most machine
learning algorithms for classification models are designed with the assumption of an even
distribution of classes. Meanwhile, an imbalanced dataset is typical for credit datasets in
general and for P2P in particular (Namvar et al., 2018). Brown and Mues (2012) and Chang
et al. (2015) show in their study that classification models may fail to predict borrower default
risk because default risk observations, which are primarily interesting belong to a minority
class, and while the accuracy of the models may be high, they could not predict or would
predict only very few default risk records. This study uses a random undersampling
sampling method to balance data for the following reasons: (i) the number of observations in
LC data of both periods is quite large. Hence, an obvious undersampling technique should be
considered and (ii) the research results of Namvar et al. (2018) on LC data show a clear effect of
the random undersampling strategy when combined with classification models.

3.3 Classification models
The study overviews each approach, briefly describing the idea of some important
computational algorithms or functions implemented in each approach, which readers can see
in more detail in the studies of Hastie et al. (2009) and Shmueli et al. (2018).

The goal of the LR function for the binary target variable is to determine the probability of
determining a class y for a data point x:

πi ¼ Pðyi¼ 1jxiÞ ¼ gðhðxiÞÞ (3.1)

Where xi is a characteristic variable vector and hðxiÞ ¼
Pk
j¼0

βjx
j
i is a linear prediction.With LR,

model log-odd as ln
�

πi
1− πi

�
is a linear function of the explanatory variable, where function g(t)

is a logistic function:

gðtÞ ¼ expðtÞ
1þ expðtÞ (3.2)

NB is a probability classifier based on Bayesian theory and assumes that the input values of
feature vector x are independent of each other.

Bayes rule is defined as follows:

pðy ¼ ckjxÞ ¼ pðxjy ¼ ckÞ: pðy ¼ CkÞ
pðxÞ (3.3)

Thanks to its simplicity, NB model is quite fast in terms of training and testing. Under the
above assumption, the probability that the data point falls in class y is:

pðxjyÞ ¼ pðx1; x2; ; . . . :; xdjcÞ ¼
Yd
i¼1

pðxijyÞ (3.4)

where pðxijyÞ is the conditional probability of the input variable.

LDA is a simple parametric statistical model, specially developed and used to distinguish
two or more groups. LDAmodel derives from a simple probability model, modeling the class
conditional distribution of data pðxjy ¼ ckÞ for each class k and applying Bayes rule in (3.3) to
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obtain predictive estimates for each training sample x∈Rd through the posterior probability.

This probability is calculated as follows: pðckjxÞ ¼ p ðX∈ ckj X ¼ xÞ ¼ fkðxÞπk
f1ðxÞπ1þf2ðxÞπ2 (3.4)

Where fkðxÞ is the conditional multivariate probability density of x for class k and πk is the
probability of class k. Assuming that the classes share the same covariance matrix, that is,P

k ¼
P

∀k, the calculation function of LDA is:

δkðxÞ ¼ xTΣ−1μk �
1

2
μTk Σ

−1μk þ log πk (3.5)

where the function’s parameters are estimated as follows: bπk¼ Nk=N,Nk the record of class k;bμk 5 P
k

xi=Nk; bΣ5
PK

k¼1

P
k

ðxi − bμkÞðxi − bμkÞT=ðN −KÞ.
The rule for building k-NN is to find the number of k predefined training samples at the

closest distance to the new point and predict the label from there (Yeh and Lien, 2009).
According to Shmueli et al. (2018), Euclidean distance is considered to be the most popular
choice for measuring the distance between two observations because k-NN algorithm is
based on many distance calculations. Euclidean distance between two observations
x ¼ ðx1; x2; . . . xdÞ and u ¼ ðu1; u2; . . . udÞ is calculated as follows:

dðx; uÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � u1Þ2 þ ðx2 � u2Þ2 þ . . .þ ðxd � udÞ2

q
(3.6)

The idea of SVM is to find a transformation so that the original data (non-discrimination
linear) maps to a high-dimensional spacewhere the data are linearly distinguishable (Tao and
Chang, 2019). The mapping used in SVM algorithm requires that the scalar product of data
vectors in the new space can be easily computed from coordinates in the old space. This scalar
product is determined by kernel function k(x,x0) and is defined as follows:

kðx; x0Þ ¼ hΦðxÞ;Φðx0Þi (3.7)

where Φ: X → H is the projection from a feature space to a high-dimensional feature space.

DT belongs to a rule-based classification and has a hierarchical organization structure,
shaped like a tree, with each node dividing the data space into sections based on the values of
attributes. Several algorithms have been developed to build DT, such as ID3, C4.5, C5.0 and
CART. CART model is widely and successfully used for classification or credit-scoring loan
applications (Giannopoulos, 2018; Ince and Aktan, 2009). Using the feature and the feature’s
threshold values, CART constructs a binary tree to obtain maximum information at each
node. The splitting of each node is selected with Gini coefficient calculated at each node as
follows:

GiniðσÞ ¼ 1 �
X
j

�
Nðσ; jÞ
NðσÞ

�2

(3.8)

MLP model, a case of single-layer ANN, is arguably the most popular and widely used model
in credit risk measurement studies (Tepl�y and Polena, 2019; Wendler and Grottrup, 2016).
MLP function has one hidden layer; one neuron has the following form:

f ðxÞ ¼ W2g
�
WT

1 xþ b1
�þ b2 (3.9)

where W1;W2 is the weight of the input layer, the hidden layer relatively; b1; b2 is the bias
added to the hidden layer and the output layer relatively; W2; b1; b2 are model parameters;
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activation function gð:Þ : R → R is defaulted by the hyperbolic tan, and is calculated as
follows:

gðzÞ ¼ ez � e−z

ez þ e−z
(3.10)

RF is also a tree-based classification, using an algorithm that combines the predicting results
of DT. The estimate function of RF classification takes the following form:

bCB

rf ðxÞ ¼ majority vote

	bCbðxÞ

B

1

(3.11)

where B is the number of random forest trees and bCbðxÞ is the class prediction of b.

Similar to RF, GBDT is also a tree-based classification, but the trees used for the ensembles
are constructed sequentially to reduce association bias, with the idea of combining multiple
weak learners (trees) to build strong models. The predictive function of GBDT classification

takes the following form: byi ¼ Pt
k¼1

wkfkðxiÞ (3.12), where fk is a function of kth DT, wk is the

weight corresponding to false classification, that is, the more a sample is misclassified, the
more important a data sample with corresponding weight becomes. The basic GBDT process
consists of three steps: (i) optimize loss function lðbyi; yiÞ; (ii) focus on weak learning methods
(trees) to predict observations (filtering out the ones they can process), thereby developing
new methods to process new observations and repeating this process several times and (iii)
use gradient descent to add trees to the model to reduce loss.

3.4 Tuning the model hyperparameter
Each model has a set of parameters trained directly with the training data set to represent
each relationship between the features and target variables in the data. However, these
parameters are advised to apply fine-tuning methods to achieve optimization, thereby
improving the predictive power of the models (Tsai et al., 2014). The hyperparameter space is
set up with the best cross-validation score using the metric Area under the Receiver
Operating Characteristic Curve (AUC) on the training set through the grid search method [8]
(Niu et al., 2019).

3.5 Performance measurements
This study used some of the performance measures divided into three groups, according to
the study by Ferri et al. (2009): (i) family of metrics based on a threshold or qualitative
understanding of error (threshold metrics) used to minimize the number of errors, including
accuracy ratio (AR) and F-measure; (ii) family of metrics based on understanding the
probability of errors (probabilistic metrics), i.e. measuring deviation from true probabilities,
to assess the reliability of classifications, which are not only misclassified but also
accompanied by the probability of choosing wrong class, including Log loss and Brier score;
(iii) a family of metrics is based on the degree of goodness the model classifies observations
with (ranking metrics), in order to evaluate the effectiveness of the classification, including
AUC. However, according to Brownlee (2020) and Fern�andez et al. (2018), the performance
metrics for the classification of problems on imbalanced data should be carefully considered
because most of the measures evaluate the performance of models widely used that equally
assume a balanced distribution between classes, leading to serious issues when assessing
imbalanced problems. Hence, some of the measures just introduced can be adjusted to
accommodate the imbalanced data problem. AR is not suitable for imbalanced data because it
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only predicts the majority class while ignoring the minority class. Therefore, another metric
proposed to replace AR is Balanced Accuracy Ratio (BAR) and F-measure is chosen to be F2
with β 5 2 (He and Ma, 2013).

4. Results
After the data are cleaned, the study selects and converts some variables so that the
remaining variables for each period, 2007–2012 and 2013–2019, respectively, are 21 and 36
variables (Table A1, Appendix). The rest of the data are processed as follows: (i) delete the
outliers’ observations based on the experience of the variable and the data distribution and
(ii) missed numerical data are replaced with median values. There is usually no missed
information in the remaining categorical data or very little information, and if any, these
records are deleted. The remaining number of observations for each period is 95,682 with a
default rate of 15.71% (2007–2012) and 1,469,063 with a default rate of 19.66% (2013–2019).
After a preliminary assessment of the variables used, the study computes a correlation
coefficient matrix to check multicollinearity as well as the potential correlation
relationships between the target and the independent variable, where the highest
absolute correlation coefficient of the two periods, 2007–2012 and 2013–2019, is 0.57 (revol_
util vs fico_socre) and 0.74 (revol_until vs percenr_bc_gt_75), respectively. However,
according to Tepl�y and Polena (2019), sometimes excluding these variables will cause the
loss of important information about the borrower and the loan, because these variables are
all in a group of variables with a top correlation-to-target variable. The two independent
variables that have a leading correlation with the target variable in both phases are term
and fico_score.

Finally, variables with categorical data are converted to dummy variables to match most
of the classification models. In addition, the input data includes variables with different units
and range values. Moreover, some models assume that the input data have a Gaussian
distribution with a mean value of zero and a variance of 1. Therefore, data normalization is
necessary, and the normalization formula used is as follows: x0 ¼ x− x

σ where, x and σ are
expectations and the square root of the variance of attribute X.

The operations in this paper, from data processing, descriptive statistics, modeling and
hyperparameters optimization space (Table A2) and evaluation on testing data, are
programmed through Python version 3.6 combined with the scikit-learn library to solve
machine learning algorithms.

4.1 Compare credit risk models over two periods (Table 2)
Considering threshold metrics, BAR increased significantly in all models when
comparing the 2013–2019 period with the 2007–2012 period, especially in the case of
SVMmodel using RBF kernel function. This model has a marked increase in performance
in both threshold measures in particular and the rest of the measures in general. In
addition, considering the efficiency evaluation metrics separating two target classes
through AUC scores, the results of all models in the 2013–2019 period performed better.
The metrics assessing probabilistic predictions, such as BS and LL, are aimed at
measuring the difference between the model prediction and reality, so the smaller these
two metrics are, the better the results of the classification model are. The results show no
clear difference between the two periods because, in some models, the results show that
there are better (smaller) differences in the 2013–2019 period, while the other models show
the opposite. The visual results show that the classification or credit scoring models in the
2013–2019 period are generally better than those for the 2007–2012 period in terms of
measuring accuracy.
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4.2 Compare ranking results of classification models with other studies on P2P data
(Table 3)
The two-period comparative results show that the performance of credit risk models in the
2013–2019 period is better than that in the 2007–2012 period. Therefore, the study only uses
the comparative results of the 2013–2019 period to compare with previous studies that had a
comparison of models on P2P data. For the convenience of comparison, this comparative
result table only includes the models used in this paper [9]. First, this research evaluates the
ranking results of credit riskmodels used in the study across three families ofmetrics. Instead
of ranking based on the average score of each classification across all performance metrics,
such as Tepl�y and Polena (2019), this study only ranks classification models based on the
average score for each classification according to three families of measures in a relative
manner.

In general, GBDT model outperforms other credit risk models in predicting the default
risk of borrowers because its prediction results surpass those of most measures or families
of measures. Although GBDT model has not been as prevalent in credit scoring or risk
classification studies as other models, such as LR, LDA and RF, the ensemble strategy of
GBDT or Xgboost models have been the main strategy for recent data mining contest
participants who aim to optimize the predictive measures of credit risk models (Shmueli
et al., 2018). LR, LDA and ANN models also had quite good ranking results in all three
families of metrics; especially LR proves why it is popular in empirical studies on credit
scoring or classification loan applications. Not only because of its intelligibility and its
ability to generalize relationships between features but also because LR achieves high
classification accuracy as well as lower predictive error when compared to complex models
that require hyperparameter optimization. The performance of CART, k-NN and NB
models measured in all three families of metrics is lower than that of other models, proving
that these models are not suitable for classifying or credit scoring loan applications on P2P
LC platform (only considering the performance model factor as the main criterion for
choosing a model).

Although there are differences in the number, type of classification model, data
preprocessing (e.g. balanced data) as well as performance metrics, this study has some
similar results (Table 4) in comparison with Tsai et al. (2014) and Tepl�y and Polena (2019)
when considering the relative ranking positions of some models, i.e. LR, ANN and LDA
models are the best loan classification models [10] (in this study, they were just below
GBDT). Meanwhile, CART and k-NN are ranked as the worst credit risk models based on
LC data.

Classifications
Threshold metrics Ranking metric Probabilistic metrics

Ranking (BAR) Ranking (F2) avg Ranking (AUC) Ranking (LL) Ranking (BS) avg

LR 4 2 2 4 2 2 1-2-3
NB 9 9 9 8 9 9 9
LDA 5 3 5 5 1 3 1-2-3
k-NN 8 7 7–8 9 7 8 7–8
SVM 3 4–5 4 3 4 5 4–5
CART 7 8 7–8 7 8 7 7–8
ANN 2 4–5 3 2 5 4 4–5
RF 6 6 6 6 6 6 6
GBDT 1 1 1 1 3 1 1-2-3

Note(s):Where Ranking (avg.) is ranking based on the average score of the ranking results of metrics within
the same family
Source(s): Author’s own calculations based on Table 2

Table 3.
Results of ranking

classifications on three
families of metrics

2013–2019
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5. Discussion
5.1 Theoretical implications
LRmodel is widely used because of its ease of execution, relatively high predictive power, low
implementation costs as well as its ability to explain the roles of the input variables. However,
this model also suffers from some limitations, such as assumptions about its robustness and
the fact that it cannot solve nonlinear problems. Due to its simplicity, NBmodel is quite fast in
training and testing, but its assumption is also its main weakness, as in reality, dependencies
can exist between the variables (Yeh and Lien, 2009). Although widely used, LDA model is
often criticized for its assumption that for each type of target variable, independent variables
are distributed as a multivariate normal distribution with a common covariance matrix (Xiao
et al., 2006). k-NN has several advantages in becoming the preferred class for classification
loan applications (Yeh and Lien, 2009). However, k-NN does not create a simple classification
probability formula and its predictive accuracy is greatly affected by the distance measure
and the number of k of the nearest neighborhood. Due to the advantages of high-dimensional
small sample processing and the ability to model nonlinear and high-dimensional space
descriptions, SVM is favored in the study of predicting the risk of default. Due to the lack of
assumptions about normal distribution and the ability to visualize, CART is widely and
successfully used for classification or credit scoring loan applications (Ince and Aktan, 2009).
According to Xiao et al. (2006), ANN may become an alternative to traditional regression
models such as LR (which is criticized for its assumptions) for several reasons: (i) suitable for
the case of the target and independent variables with non-linear relationship; (ii) there is no
rigid restriction in the use of input and output functions; (iii) repeated, incorrect or missed
data values are easily met and (iv) most importantly, when using ANN, it is possible to skip
the analysis of the detailed architecture of an issue or a structure of use. However, it has the
same disadvantages as the inexplicability of the learning process because the decision-
making process is still in the “black box”, resulting in a lack of generalization and expression
of the importance of potential variables. Although RF can work efficiently on a large
database, overcome overfitting problems, handle missing values and be robust to outliers, it
involves a prohibitive computational cost to process big data. GBDT is highly appreciated
because of its combination of multiple models of these methods to create more accurate
predictions by reducing predictive error variance.

In general, the findings of this research show that the performance of the classification
models for the 2013–2019 period is generally better than that for the 2007–2012 period in
terms of measuring accuracy. This may be attributed to the fact that the quality of the input
data set for the 2007–2012 periodwas not good in comparisonwith the 2013–2019 period. The
data includes a lot of missed values, especially loan applications that do not meet the credit
policy, which leads to a decrease in the number of important features or observations. In
addition, the quality of the credit information could decrease significantly because of the
information lag during the crisis (Madzova and Ramadini, 2013) and the market penetration
stage. This result is completely consistent with the results and opinions of some previous
studies, such as Dinh et al. (2013), Giannopoulos (2018) and Malik and Thomas (2010).

Comparing the ranking of classification risk models in studies conducted on the P2P
platform in general and P2P LC in particular yielded numerous results. This can be explained
for the following reasons: (i) purpose of the study, since some studies compared classifications
to introduce the proposedmodel or to combine it with other factors to improve performance of
the models such as balanced data techniques, soft information variables, etc. (Niu et al., 2019);
(ii) somemodels were not fine-tuned to achieve hyperparameter optimization space (Bae et al.,
2018); (iii) the choice of variables is different when some studies use “leaking” data, i.e. the
data contains information obtained after a loan was accepted or variables with predictive
power such as grade, sub_grade, int_rate created by LC itself to classify borrowers
(Reddy, 2016).
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5.2 Managerial implications
P2P lending services have been emerging in recent years as a channel for rapidly distributing
and supplying capital to the market, especially to the consumer loan market. In addition to a
lending system, these platforms also have to build a borrower credit risk analysis system to
reduce investors’ losses and increase the platforms’ competitiveness. This becomes an
inspiration for empirical studies that evaluate credit riskmodels matching the characteristics
of this lending platform. However, when making a decision to choose one or more credit risk
models, it is necessary to also consider other conditions, such as data, time, trade-offs between
costs (calculation, machinery, science technology, etc.), and profit. Each classification model
has its own advantages and disadvantages. Models such as ANN and GBDT give good
predictive results, but sometimes they are not as popular as LR and LDA because these
“black box” models are incapable of explaining or describing problems such as the reason
why borrowers are rejected or the complexity of the algorithms and themodeling process that
require an investment of specialized knowledge and skills by an employee or company. In
addition, the processing speed of classificationmodels is also evaluated as one of the potential
criteria for financial intermediaries when choosing the right model. Models such as SVM or
GBDT take a long time to train, find hyperparameter optimization space and predict results in
large datasets in comparison with the rest of the methods included in this study. Moreover,
macroeconomic factors such as economic crisis, unemployment, etc. should be taken into
consideration because it is possible that the input data used to train amodel in these caseswill
not ensure quality requirements, easily leading to misleading performance of the models,
erroneous results and causing widespread consequences. Therefore, it is necessary to
monitor market warning signs and choose an appropriate threshold decision to refuse a loan
or a reasonable interest rate to compensate for the minimum default risk.

5.3 Limitations and future research agenda
The models used in this paper are those that are considered common when predicting
borrower credit risk. Many of the proposed models achieve good results in data mining, such
as Xgboost model or models that combine different machine learning models to give optimal
results, which this paper has not yet mentioned. In addition, this study only assesses the
differences in the performance of risk prediction models across economic scenarios but has
not yet provided quantitative solutions to improve the models in those cases. Hence, the
limitations of this topic can also become an inspiration for further research streams such as
finding classification models combining many learners in order to better predict or classify
loan applications or quantitative solutions to improve the quality of credit risk models in
terms of economic scenarios. In addition, research directions to evaluate the default risk of the
borrower after a loan has been accepted, such as assessing the probability of delinquent
payment, can also be considered.

6. Conclusion
This study compares nine credit risk prediction models on consumer loan data of P2P LC
platform, divided into two phases: a difficult economic period (2007–2012) and a stage of
economic recovery and development (2013–2019). To avoid imbalanced data, the study uses a
random undersampling technique and performance metrics for imbalanced data. The main
results of the study show that the performance of credit classification or scoring models is
influenced by economic factors. The performance of credit risk models in the 2013–2019
period is better evaluated through three families of measures compared to the difficult
economic period (2007–2012). Therefore, threshold decisions to finance loans or lending
interest rates should also be updated according to the economic situation to minimize credit
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risk. In addition, the results of ranking-default risk classification models show that GBDT
model is the best model in most of the study’s metrics or families of metrics. This study also
supports the research results of Tsai et al. (2014) and Tepl�y and Polena (2019) that LR, ANN
and LDA models predict or classify default risk loan applications quite well (just below
GBDT) and discourage using CART, k-NN and NB models to predict borrowers on P2P
loan data.

Notes

1. The term classification of loan application or credit scoring is used to distinguish it from behavioral
and performance scoring, referring to monitoring the repayment behavior of credit-granted
customers.

2. According to Malekipirbazari and Aksakall (2015), default risk can be considered as missing three
scheduled payments or missing three consecutive payments in the period.

3. Niu et al. (2019).

4. In 2007–2012, in addition to crisis and post-crisis, P2P LC has just participated in building and
creating a market. In 2013–2019, P2P LC has stabilized and dominated the P2P lending market.

5. Credit data are characterized by a lack of information, but excluding all missed features can
reduce the sample size and lead to the loss of valuable information. Therefore, in addition to
observing the distribution of data to select the threshold of missed variables, the study also
combines expert knowledge and the special perceptions of the borrower to remove these variables
(Dinh et al., 2013).

6. See a list of states by region from https://en.wikipedia.org/wiki/List_of_regions_of_the_United_
States.

7. The K-fold cross-validation used here is K-fold stratified, meaning that the data in each fold still
guarantees a percentage of each subclass as original data.

8. Grid search lists all combinations of hyperparameters, performs a batch test and gives optimal
hyperparameter space based on the given criteria.

9. This means that the number of models and ranking of models in the comparison table may not be
consistent with those in the original papers, but basically, the relative ranking results between
models in those studies will be unaffected.

10. Tepl�y and Polena (2019) does not include GBDT model, which is the best performing model in this
research.
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Appendix

Abbreviated name Description

addr_state State provided by borrower
annual_inc Self-reported annual income
application_type* Individual or joint application with two co-borrowers
bc_open_to_buy* Total open to buy on revolving bankcards
chargeoff_within_12_
mths

Number of charge-offs within 12 months

delinq_2 yrs Number of 30þ days past-due incidences of delinquency for the past 2 years
Dti Ratio using borrower’s total monthly debt payments on total debt obligations,

excluding mortgage and requested LC loan, divided by borrower’s self-reported
monthly income

earliest_cr_line Month borrower’s earliest reported credit line was opened
emp_length Employment length in years
fico_score Average of fico_range_low and fico_range_high
home_ownership Home ownership status provided by borrower during registration or obtained from

credit report: RENT, OWN, MORTGAGE, OTHER
initial_list_status Initial listing status of loan. Possible values are – W, F
inq_last_6 mths Number of inquiries in the past 6 months (not including auto and mortgage

inquiries)
loan_amnt Listed amount of loan applied by borrower
loan_status Current status of loan
mort_acc* Number of mortgage accounts
num_accts_ever_120_
pd*

Number of accounts 120 or more days past due

num_bc_tl* Number of bankcard accounts
num_il_tl* Number of installment accounts
num_rev_tl_bal_gt_0* Number of revolving trades with balance >0
num_tl_90g_dpd_
24m*

Number of accounts 90 or more days past due in the last 24 months

num_tl_op_past_12m* Number of accounts opened in the past 12 months
open_acc Number of open credit lines in borrower’s credit file
pct_tl_nvr_dlq* Percentage of trades that have never been delinquent
percent_bc_gt_75* Percentage of all bankcard accounts >75% of limit
pub_rec Number of derogatory public records
Purpose Category provided by borrower for loan request
revol_bal Total credit revolving balance
revol_util Revolving line utilization rate
tax_liens Number of tax liens
Term Number of payments on loan; values are in months and can be either 36 or 60
tot_coll_amt* Total collection amounts ever owed
tot_hi_cred_lim* Total high credit/credit limit
total_il_high_credit_
limit*

Total installment high credit/credit limit

verification_status Indicates if income was verified by LC, not verified or if the income source was
verified

hardship_flag* Flags whether the borrower is on a hardship plan

Note(s):Where * indicates variables which are only included in 2013–2019
Source(s): Own elaboration

Table A1.
Attributes of selected
features
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Classifications Best hyperparameter space (2007–2012) Best hyperparameter space (2013–2019)

LR n/a n/a
NB n/a n/a
LDA n/a n/a
k-NN {“n_neighbors”: 16, “weights”: “distance”} {“n_neighbors”: 16, “weights”: “distance”}
SVM {“C”: 1, “gamma”: 1, “kernel”: “rbf”} {“C”: 10, “gamma”: 0.001, “kernel”: “rbf”}
CART {“max_depth”: 5, “min_samples_leaf”: 100} {“max_depth”: 10, “min_samples_leaf”:

150}
ANN {“alpha”: 0.1, “hidden_layer_sizes”: (10),

“max_iter”: 50}
{“alpha”: 0.1, “hidden_layer_sizes”: (10),
“max_iter”: 50}

RF {“n_estinamtors”: 50, “max_features”: 4,
“min_samples_leaf”: 4, “min_samples_
split”: 9}

{“n_estinamtors”: 50, “max_features”: 6,
“min_samples_leaf”: 2, “min_samples_
split”: 4}

GBDT {“learning_rate”: 0.05, “loss”: “deviance”,
“max_depth”: 8, “max_features”: 0.1, “min_
samples_leaf”: 150, “n_estimators”: 300}

{“learning_rate”: 0.1, “loss”: “deviance”,
“max_depth”: 8, “max_features”: 0.3, “min_
samples_leaf”: 100, “n_estimators”: 300}

Source(s): Own elaboration

Table A2.
Tuning the

hyperparameters of an
estimator
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